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Abstract—Maximizing network throughput while providing fairness is one of the key challenges in wireless LANs (WLANs). This goal is typically achieved when the load of access points (APs) is balanced. Recent studies on operational WLANs, however, have shown that AP load is often substantially uneven. To alleviate such imbalance of load, several load balancing schemes have been proposed. These schemes commonly require proprietary software or hardware at the user side for controlling the user-AP association. In this paper we present a new load balancing technique by controlling the size of WLAN cells (i.e., AP’s coverage range), which is conceptually similar to cell breathing in cellular networks. The proposed scheme does not require any modification to the users neither the IEEE 802.11 standard. It only requires the ability of dynamically changing the transmission power of the AP beacon messages. We develop a set of polynomial time algorithms that find the optimal beacon power settings which minimize the load of the most congested AP. We also consider the problem of network-wide min-max load balancing. Simulation results show that the performance of the proposed method is comparable with or superior to the best existing association-based methods.
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1 INTRODUCTION

Recent studies [2], [3] on operational IEEE 802.11 wireless LANs (WLANs) have shown that traffic load is often unevenly distributed among the access points (APs). In WLANs, by default, a user scans all available channels and associates itself with an AP that has the strongest received signal strength indicator (RSSI), while being oblivious to the load of APs. As users are, typically, not evenly distributed, some APs tend to suffer from heavy load, while their adjacent APs may carry only light load. Such load imbalance among APs is undesirable as it hampers the network from fully utilizing its capacity and providing fair services to users. In this paper, we present a novel load balancing scheme that reduces the load of congested APs by forcing the users near the boundaries of congested cells to move to neighboring less congested cells. We achieve this via cell size dimensioning by controlling the transmission power of the AP beacon messages. In this paper, a WLAN cell is defined as a region in which the AP beacon signal has the strongest RSSI. Our approach is conceptually similar to cell breathing in cellular networks [4], [5]. We present an optimal algorithm that finds deterministic min-max load balancing solutions. Informally, a WLAN is called min-max load balanced, if it is impossible to reduce the load of any AP without increasing the load of other APs with equal or higher load. Our approach is practical since it does not require either user assistance or standard modification.

1.1 Related Work

Currently, the IEEE 802.11 standard does not provide any mechanism to resolve load imbalance. To overcome this deficiency, various load balancing schemes have been proposed. These methods commonly take the approach of directly controlling the user-AP association by deploying proprietary client software or hardware. For instance, vendors can incorporate certain load balancing features in their device drivers, AP firmwares, and WLAN cards. In these proprietary solutions, APs broadcast their load levels to users via modified beacon messages and each user chooses the least-loaded AP.

Several studies [6], [7], [8], [9], [10], [11], [12], [13], [14], [15] have proposed a variety of association metrics instead of using the RSSI as the sole criterion. These metrics typically take into account such factors as the number of users currently associated with an AP, the mean RSSI of users currently associated with an AP, and the bandwidth that a new user can get if it is associated with an AP, e.g., [6], [7]. Balachandran et al. [8] proposed to associate a user with an AP that can provide a minimal bandwidth required by the user. In [9], Velayos et al. introduced a distributed load balancing architecture where the AP load is defined as the aggregated downlink and uplink traffic through the AP. In [10], [11], Kumar and coworkers proposed an association selection algorithms which are based on the concept of proportional fairness to balance between throughput and fairness. In [12], Kauffmann et al. provided a mathematical foundation for distributed frequency allocation and user association for efficient resource sharing. Recently, in [13], Shakkottai et al. considered a noncooperative multihoming approach and showed that under appropriate pricing, the system throughput is maximized. In [15], a strong relation between fairness and load balancing is shown. Most of these work determine only the association of newly arrived users. Tsai et al. [14] is an exception, in which Tsai and Lien...
proposed to reassociate users when the total load exceeds a certain threshold or the bandwidth allocated to users drops below a certain threshold. While the existing load balancing schemes achieved considerable improvement in terms of throughput and fairness, they require certain support from the client side. In contrast, the proposed scheme does not require any proprietary client support.

Cell breathing has been studied mostly in the context of CDMA cellular networks. The coverage and capacity of a CDMA cell are inversely related with each other [16]. The increase of the number of active users in a cell causes the increase of the total interference sensed at the base station. Therefore, in congested cells, users need to transmit with higher power to maintain a certain signal-to-interference ratio at the receiving base station. As the users in a congested cell increase their transmission power, they also increase their interference to the neighboring cells since all cells use the same frequency in CDMA networks. As a result, the overall network capacity may decrease. Furthermore, since the maximal transmission power of the users is bounded, the users who are far from the base station may experience poor services. To overcome these problems, the cell breathing approach was proposed by Togo et al. [4] and Jalali [5]. In essence, they reduce the size of congested cells.

Some studies have explored the benefit of combining the cell breathing methods with other interference mitigation methods. For instance, in [17], Yang and Ephremides presented a solution, which is based on the combination of cell breathing and bandwidth space partitioning. Du et al. [18] proposed a distributed load balancing technique that utilizes a bobble oscillation algorithm. In [19], Sang et al. proposed a method that coordinates the packet level scheduling with cell breathing techniques. These schemes are different from our scheme mainly in two aspects. First, they utilize probabilistic local optimization heuristics. Therefore, they do not provide any guarantee on the quality of the solutions, while our approach finds the optimal solution. Second, these schemes cannot be easily applied to IEEE 802.11 WLANs, e.g., they require the change of scheduling mechanism or bandwidth partition.

Recently in [20], Bahl et al. proposed cell breathing algorithms for WLANs that attempt to maximize the overall system throughput. In this paper, the authors formulate the cell breathing problem as a mixed Integer-Linear program, assuming the continuous power level assignment. In this paper, we present a cell breathing method which finds deterministic global optimal solutions for providing fairness under the assumption that only discrete set of power levels are feasible. The scheme in [20] and our scheme can be viewed as complementary.

1.2 Our Contributions

WLAN fairness needs to be considered in two aspects, intra-AP fairness and inter-AP fairness. Intra-AP fairness requires each AP to provide fairness to its associated users based on a given objective or metric. The scope of this task is locally confined to each AP cell and it can be obtained relatively easily, e.g., by controlling the traffic. Inter-AP fairness addresses a task of determining user association for ensuring fairness across all APs, assuming that each AP provides intra-AP fairness. Inter-AP fairness is obtained when the load of APs is balanced. Since the load of APs frequently changes as a result of varying channel conditions and the burstiness of user traffic, short-term load balancing causes instability of the system as users will be constantly shifted between APs. To prevent system instability, it is desirable to consider only the long-term channel condition and user traffic. In this paper, we target at the long-term inter-AP fairness assuming that intra-AP fairness is provided.

Our scheme provides inter-AP fairness by adjusting the cell sizes. The WLAN cell size is changed by controlling the transmission power of the AP beacons. Note that we do not change the transmission power of the data traffic messages. The proposed algorithms are not tied to a particular load definition, but support a broad range of load definitions. We treat the load of an AP as the aggregation of the load contributions of its associated users. The load contribution may be as simple as the number of users associated with an AP or can be more sophisticated to consider factors like transmission bit rates and traffic demands. Consequently, various load balancing and max-min fairness objectives can be achieved, such as bandwidth fairness, time fairness, and weighted fairness. Our scheme does neither require any special assistance from users nor any change in the 802.11 standard. It only requires the ability of dynamically changing the transmission power of the AP beacons. Today, commercial AP products already support multiple transmission power levels, so we believe that this requirement can be relatively easily achieved.

Depending on the extent of available information, we consider two knowledge models. The first model assumes complete knowledge, in which user-AP association and AP load are known a priori for all possible beacon power settings. Since such information may not be readily available, we also consider the limited knowledge model, in which only information on the user-AP association and AP load for the current beacon power setting is available. Below, we describe an overview of our algorithms.

At first, we address the problem of minimizing the load of the congested APs. Let us call the AP with the maximal load as congested AP and its load as congestion load. We designed two polynomial time algorithms that find optimal solutions, one for the complete knowledge model and the other for the limited knowledge model. These results are intriguing, because similar load balancing problems, e.g., [15], are known to be strong $NP$-hard. It is particularly interesting that a polynomial time optimal algorithm exists for the limited knowledge model.

Second, we address the problem of min-max load balancing. This is a strong $NP$-hard problem. In [1], it is proved that there exists no algorithm that guarantees any coordinatewise approximation ratio, and the approximation ratio of any prefix-sum approximation algorithm is at least $\Omega(\log n)$, where $n$ is the number of APs. In this paper, we solve a variant of this min-max problem, termed min-max priority load balancing, whose optimal solution can be calculated in polynomial time for both knowledge models. Here, the AP load is defined as an ordered pair of the
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1. In the case of weighted max-min, fairness users may have different weights. Such fairness, for instance, enables us to give higher priorities to users that transmit with high bit rates over users with low rates.
aggregated load contributions of its associated users and a unique AP priority.

Our algorithms can be efficiently embedded into adaptive online strategy. Through extensive simulations, we show that the performance of the proposed methods is comparable with or superior to the existing association control methods, irrespective of network load patterns. In particular, we could achieve such performance even with a small number of power levels.

2 Network Model

We consider a WLAN with a set of APs, denoted by $\mathcal{A}$. $|\mathcal{A}|$ denotes the number of APs. All APs are directly attached to a wired infrastructure. Each AP can support several transmission power levels. Without loss of generality, each AP can use one of $K+1$ transmission power levels, denoted by \( \{P_k|k\in[0..K]\} \), where the minimal and maximal levels are denoted by $P_{\text{min}} = P_0$ and $P_{\text{max}} = P_K$, respectively. A power level $P_k$ is identified by its power index $k$ and its transmission power is $\gamma$ times stronger than its predecessor $P_{k-1}$, where $\gamma$ is defined as $\gamma = \sqrt[\gamma]{P_{\text{max}}/P_{\text{min}}}$, i.e., $\gamma > 1$. Because $P_k = \gamma \cdot P_{k-1}$, it follows that $P_k = P_{\text{min}} \cdot \gamma^k$ for every $k \in [0..K]$. This assumption is consistent with the transmission power level configurations supported by commercial AP products. We refer to the transmission power level of an AP $a \in \mathcal{A}$ as the power index of AP $a$ and it is denoted by $y_a$. The network coverage area is defined as the union of the transmission ranges of all APs in $\mathcal{A}$. Initially, we assume that the AP deployment ensures a high degree of overlaps between the range of adjacent APs, so that every user is covered by at least one AP even when all APs are transmitting at the minimal power level $P_{\text{min}}$. We later relax this strong coverage assumption.

$\mathcal{U}$ denotes the set of all users in the network coverage area and $|\mathcal{U}|$ denotes their number. For optimal algorithms, we assume that users have a quasi-static mobility pattern. In other words, users can move freely, but they tend to stay in the same locations for a long period. This assumption is backed up by recent analysis of mobile user behavior [2], [3]. User mobility is handled by the online strategy described in Section 7. At any given time, each user is associated with a single AP. When a user enters a WLAN, it scans all channels (i.e., listening for the beacon messages) for identifying all APs in its reach. Then, based on the RSSI’s of the beacon messages, the user associates itself with an AP that has the strongest RSSI. The RSSI depends on the transmission power of the beacon messages and the signal attenuation between AP and user.

Generally, the channel quality is time-varying. For the user-AP association decision, a user performs multiple samplings of the channel quality, and only the signal attenuation that results from long-term channel condition changes are utilized. Based on the RSSI, we can divide the network coverage area into $|\mathcal{A}|$ disjoint cells. The transmission bit rate for a user-AP pair is determined by the Signal-to-Noise Ratio (SNR). Users associated with the same AP may transmit at different bit rates, and each user may contribute a different amount of load to its serving AP. We assume that appropriate channel allocation was made, so that adjacent cells do not interfere with each other.

Our algorithms do not require any particular load definition. We only assume that the load of an AP $a$, denoted by $y_a$, is the sum of the load contributions of its associated users. We use $l_{a,u}$ to denote the load contribution (also termed the weight) of a user $u$ on an AP $a$. We assume that this contribution is constant, so that the load of each AP $a \in \mathcal{A}$ is $y_a = \sum_{u \in \mathcal{U}} l_{a,u}$, where $\mathcal{U}$ denotes the set of users associated with $a$. The APs that experience the maximal load are called the congested APs and their load, termed congestion load, is denoted by $Y$. Other APs with lower load are called noncongested APs.

Our load model can accommodate various additive load definitions such as the number of users associated with an AP. It can also deal with the multiplicative user load contributions, i.e., $y_a = \Pi_{u \in \mathcal{U}} l_{a,u}$, by applying log to both sides. By using different metrics for evaluating the load contribution of a user on its AP, $l_{a,u}$, different load balancing objectives can be achieved. For instance, by allocating a weight of one to all users, time fairness can be achieved. In such case, each AP serves each one of its associated users for the same time duration but does not necessarily provide the same bandwidth. Weights can be set based on the users transmission bit rates to achieve bandwidth fairness. Weights for different objectives can be combined, so that tradeoffs between different fairness objectives can be made.

Table 1 summarizes the key notations used in this paper.

### Table 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}$</td>
<td>The set of all access points (APs).</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>The bottleneck set of APs.</td>
</tr>
<tr>
<td>$D(d)$</td>
<td>The set of congested APs.</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>The set of fixed APs.</td>
</tr>
<tr>
<td>$K$</td>
<td>The maximal transmission power index.</td>
</tr>
<tr>
<td>$l_{a,u}$</td>
<td>Load contribution of user $u$ to AP $a$.</td>
</tr>
<tr>
<td>$p_a$</td>
<td>Transmission power index of AP $a$, $p_a \in [0..K]$.</td>
</tr>
<tr>
<td>$R_{a,u}$</td>
<td>Signal strength of AP $a$ received by user $u$.</td>
</tr>
<tr>
<td>$S$</td>
<td>A network state, $S = {(a, p_a)}$.</td>
</tr>
<tr>
<td>$S_0$</td>
<td>A recorded network state.</td>
</tr>
<tr>
<td>$U$</td>
<td>The set of all users.</td>
</tr>
<tr>
<td>$\mathcal{U}_a$</td>
<td>The set of users associated with AP $a$.</td>
</tr>
<tr>
<td>$y_a$</td>
<td>The load of AP $a$.</td>
</tr>
<tr>
<td>$Y$</td>
<td>The network congestion load.</td>
</tr>
<tr>
<td>$\mathcal{Y}$</td>
<td>The congestion load of the recorded state.</td>
</tr>
<tr>
<td>$\delta$</td>
<td>The AP load vector, $\delta = {y_1, \cdots, y_{</td>
</tr>
</tbody>
</table>

3 Cell Breathing Approach

In this section, we present the basic concept that underlies our approach and also address the algorithmic challenge.

3.1 Basic Concept

We reduce the load of congested APs by reducing the size of the corresponding cells. Such cell dimensioning can be obtained, for instance, by reducing the transmission power of the congested APs. This forces users near the
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2. In Section 3, we explain why we consider constant load contributions of the users although we allow changes of the AP transmission power.
Congested cells’ boundaries to shift to adjacent (less-congested) APs.

**Example 1.** Consider a WLAN with three APs, $a$, $b$, and $c$ that transmit with maximal power $P_{\text{max}}$ and let us assume that they are associated with 1, 8, and 1 users, respectively, as depicted in Fig. 1a. In this example, we define the load of an AP to be the number of its associated users. Clearly, $b$ has much higher load than the other two APs. Now, by reducing the transmission power of $b$, the cell size of $b$ is also reduced and four of the users associated with $b$ suffer from low signal quality. These users initiate scanning operations that cause them to shift to adjacent APs. As a result, the number of users associated with the three APs are now 3, 4, and 3, respectively, as illustrated in Fig. 1b, and the AP load becomes more evenly distributed.

Reducing the transmission power of an AP affects the channel quality of all of its associated users, and this effect is not limited to those users that we intend to shift. The users who remain associated with the considered AP also experience lower channel quality and may have to communicate at a lower bit rate than before. This may result in longer transmission time of user traffic, which effectively increases the user load contributions on the AP, if the AP load is determined by considering not by the number of users but by the effective user throughput. Thus, we may end up with increasing the load of APs.

We overcome this problem by the separation between the transmission power of the data traffic and that of the AP beacon messages. On one hand, the transmission bit rate between a user and its associated AP is determined by the beacon messages. On the other hand, each user determines its transmission bit rate the transmission power of the data traffic and that of the AP load. Thus, we may end up with increasing the throughput. Therefore, we may end up with increasing the user load contributions on the AP, if the AP load is determined by considering not by the number of users but by the effective user throughput. Thus, we may end up with increasing the load of APs.

**Example 2.** Consider a WLAN with two APs, denoted as $a$ and $b$, and two users $u_1$ and $u_2$. $u_1$ and $u_2$ can only be attached to $a$ and it yields a load of 1. $u_2$ produces load of 2 on its associated AP. It can be attached to both APs and it chooses an AP with higher RSSI. In case of a tie, $u_2$ chooses $a$, e.g., the RSSI of $a$ may be slightly higher than the RSSI of $b$. It produces load of 2 on its associated AP. We assume that, initially, both APs transmit with the maximal power level, i.e., $p_a = p_b = K$, and therefore, both users are associated with $a$ whose load becomes 3, as shown in Fig. 2a. To balance the load, the greedy algorithm reduces the power level of $a$ and as a result $u_2$ changes the association to $b$. Now the loads on the two APs are 1 and 2, respectively, as depicted in Fig. 2b. At the next moment, the algorithm will reduce the power of $b$, which is now the congested AP, and $u_2$ will be shifted back to $a$. The algorithm continues to reduce the power levels of the APs, until they both transmit with the minimal power level. In the final setting, the load on $a$ will be 3 and $b$ has no load, which is obviously not the optimal solution.

### 3.2 Algorithmic Challenges

One may consider a greedy algorithm that reduces the power level of the congested AP until any of the congested APs reaches to the minimal power level. This will shift users from congested APs to their neighbors, and the set of congested APs and their load may change during the execution of the algorithm. As we demonstrate in Example 2, even in a very simple case, the greedy algorithm may fail to find the optimal solution. Moreover, it can be shown that in some cases, the final congestion load is even higher than the initial congestion load. We need more sophisticated algorithms.

### 4 Congestion Load Minimization

This section presents two algorithms for minimizing the AP congestion load: one for the complete knowledge (CK) model, and another for the limited knowledge (LK) model.

#### 4.1 Problem Statement

**Definition 1 (A Network State).** A network state $S$ is defined as the beacon message power indices $p_a$ of all the APs $a \in A$, i.e., $S = \{(a, p_a)|\forall a \in A \land p_a \in [0..K]\}$. For simplicity we denote a state by $S = \{(a, p_a)\}$.
A network state determines the ranges of all AP cells and the user-AP association. Thus, a user may change its association only when the network state changes, which is termed a state transition. As the load of an AP is the aggregated load contribution of its associated users, the network state also determines the load of the APs. We refer to the set $D$ of APs that suffer from the maximal load in a given network state as the congested APs and their load, termed the congestion load, is denoted by $Y$.

**Definition 2 (AP Congestion Load Minimization).** The AP congestion load minimization problem seeks for a network state that minimizes the congestion load.

**Definition 3 (The Complete Knowledge Model).** A network has complete knowledge when the load contribution, $l_{u,a}$, for every user-AP pair, $u \in U$ and $a \in A$, is available.

A complete knowledge model is feasible when all users collect the RSSI information from all of the nearby APs. Such a feature is suggested, for instance, in the IEEE 802.11-k proposal [22]. Unfortunately, this feature is currently not available in most existing WLANs. We use this model as a building block for the limited knowledge solution.

**Definition 4 (The Limited Knowledge Model).** A network has limited knowledge when the available information comprises only the set of users that are currently associated with each AP and the load contributions, $l_{u,a}$, of each user $u$ on its serving AP $a$.

In the complete knowledge model, the algorithm can a priori determine the user-AP association in all possible states without actually changing the network state. This allows the offline calculation of a desired state. Such offline calculation is impossible in the limited knowledge model.

### 4.2 Preliminary Observations

**Definition 5 (A Set $A'$ Power Reduction).** A set $A'$ power reduction ($A' \subseteq A$) causes a state transition, in which all APs in $A'$ reduce their power indices by one level and other APs maintain their current power levels.

**Lemma 1.** For a set $A'$ power reduction, the only possible association changes are for the users who are associated with APs in $A'$ to shift to the APs in the set $A - A'$. That is, there are no association changes within the set $A'$ nor the set $A - A'$.

**Proof.** This is a direct result from our power level definition given in Section 2. Essentially, a user associates itself with the AP that its beacon message has the strongest RSSI. Consider a user $u$ that is associated with an AP $b \in A - A'$. Thus, AP $b$ has the strongest RSSI as detected by user $u$. Obviously, AP $b$ still has the strongest RSSI also after the APs in $A'$ have reduced their transmission power. From this, it follows that during a power reduction operation, a user will not disassociate itself from an AP that has not reduced its beacon message power. Thus, only users associated to APs in the set $A'$ may change their associations.

When an AP reduces the transmit power of its beacon message, then the reduction of its beacon messages RSSI’s experienced by the users is proportional to transmission power reduction. In our model, all the APs in $A'$ reduce their transmission power with the same factor. Thus, after a set $A'$ power reduction operation, the AP with the strongest RSSI in the set $A'$, stay the same AP as before the set reduction operation. From this, it can be shown that after a set $A'$ power reduction operation, a user will not change its association between two APs included in the set $A'$ and this completes our proof.

**Corollary 1.** A set power reduction of all APs does not change the user-AP association.

We define that a state $S_{\text{init}}$ dominates a state $S_{\text{new}}$ if $p_{a,\text{init}}^{\text{new}} \geq p_{a,\text{init}}$ for every AP $a \in A$. By definition, a state dominates itself. The state $S = \{(a, p_a = K)\}$, in which the power indices of all APs is $K$, dominates all other states. This state is called as the maximal power state. We define the network state $S_{\text{opt}}$ as a dominated optimal state, if it is dominated by $S_{\text{init}}$ and also minimizes the congestion load of the APs among all network states dominated by $S_{\text{init}}$. An AP $a \in A$ is termed anchor if its power index $p_{a,\text{opt}}^{\text{init}}$ in the optimal state $S_{\text{opt}}$ is the same as its power index $p_{a,\text{init}}^{\text{opt}}$ in $S_{\text{init}}$. Finally, we denote the load on an AP $a$ in state $S_{\text{init}}$ by $Y_{a,\text{init}}$.

Consider an initial state $S_{\text{init}}$ and let $S_{\text{opt}}$ be its dominated optimal state. From Lemma 1, it is “safe” to perform a set power reduction operation as long as the considered set does not contain any anchor AP. This observation is formulated below.

**Lemma 2.** Consider an initial network state $S_{\text{init}}$ and let $S_{\text{opt}}$ be one of its dominated optimal states. Let $C$ be the set of the anchor nodes in $S_{\text{init}}$. Then, for every subset $A' \subseteq A - C$, the state $S_{\text{new}}$ obtained by performing a set $A'$ power reduction operation, dominates the state $S_{\text{opt}}$.

**Proof.** This is a direct result from our power level definition given in Section 2 and the definition of anchor nodes. The state $S_{\text{init}}$ dominates the set $S_{\text{opt}}$. Thus, for every AP $a \in A$, it holds that $p_{a,\text{init}}^{\text{new}} \geq p_{a,\text{init}}$. Moreover, for every nonanchor node $a \in A - C$, it follows that $p_{a,\text{init}}^{\text{opt}} > p_{a,\text{init}}^{\text{new}}$. Therefore, the state $S_{\text{new}}$ that results from a power reduction operation of any set $A' \subseteq A - C$ dominates the state $S_{\text{opt}}$.

**Corollary 2.** As long as $S_{\text{init}}$ is not optimal, there exists a sequence of set power reduction operations that converges to an optimal state by reducing the power levels of nonanchor APs. The set of nonanchor APs can be obtained by taking the set of congested APs.

Since $S_{\text{opt}}$ is not a priori known, we cannot tell when an optimal solution is obtained. Thus, continuing the set power reduction operations on the congested APs may increase the load of some other APs to $Y$ or even higher, which may prevent convergence to an optimal state, as demonstrated in Example 2. To overcome this problem, we use the following two approaches. The first approach, termed bottleneck set power reduction, guarantees that the congestion load never increases. We use this approach in the complete knowledge case to perform a sequence of set power reduction operations that monotonically converges to an optimal state. The second approach, termed optimal state recording, keeps
records of the best state found so far. We use this method in the limited knowledge case.

4.3 Bottleneck Set

We define a bottleneck set $B \subseteq A$ as the minimal set of APs that contains all congested APs (with load $Y$) as well as all APs whose load may elevate to $Y$ or above as a result of a set power reduction operation. Formally, the set $B$ is defined in a recursive manner as follows:

**Definition 6 (The bottleneck set).** Consider an initial state $S^0 = S^{\text{init}}$, a load $y^0_a$ for each AP $a \in A$, and a congestion load $Y$. We define $B_0$ as a set of congested APs in $S^0$, i.e., APs with load $Y$ in $S^0$

$$B_0 = \{ a | a \in A \land y^0_a = Y \}.$$  

Given a state $S^{i-1}$ and a set $B_{i-1}$, the state $S^i$ is obtained by a set $B_{i-1}$ power reduction operation from the initial state $S^0$, if such a reduction is feasible. The set $B_i$ comprises the set $B_{i-1}$ and all the other APs whose load have changed from $S^{i-1}$ and is equal to $Y$ or higher at $S^i$

$$B_i = B_{i-1} \cup \{ a | a \in A \land y^0_a \geq Y \}.$$  

The bottleneck set $B$ of the state $S^i$ is defined as $B = B_i$ for the first index $i$ such that $B_i$ contains any AP with minimal transmission power, or $B_i = B_{i-1}$.

As we show in Section 4.4, the bottleneck set is a useful means for deciding whether the system congestion load can be further reduced by power reduction operation. Obviously, if the bottleneck set contains APs that transmit with minimal power, power reduction operation cannot be performed. We illustrate the bottleneck set concept in Example 3.

**Example 3.** Consider the WLAN used in Example 2. When two APs have the same power level, as depicted in Fig. 2a, reducing the power level of the AP $a$ decreases its load from 3 to 1, while it increases the load of the AP $b$ to 2. The bottleneck set at that moment contains only $a$. When $a$ has one power level lower than $b$, as illustrated in Fig. 2b, the power reduction of $b$ reduces its load from 2 to 0 and increases $a$ load to 3. In this case, the bottleneck set contains both APs.

In the case of complete knowledge, the bottleneck set of a given network state can be easily calculated. First, we calculate the RSSI between each AP $a$ and each user $u$, denoted by $R_{u,a}$. This information allows us to determine the initial user-AP association, the load $y_a$ of each AP $a$, and the maximal load $Y$. From these, we can also calculate the set $B_0$. For a given $B_{i-1}$, we can calculate a reduced $R'_{u,a}$ for every AP $a \in B_{i-1}$ and every user $u$ associated with AP $a$, assuming that the power index of every AP $a \in B_{i-1}$ is one level lower than the one in the initial state $S^{\text{init}}$. From these calculations, we identify all users who will change their association and we evaluate the load of the APs which are not included in $B_{i-1}$. Then, we construct the set $B_i$ that contains the set $B_{i-1}$ and all APs (not in $B_{i-1}$) whose new load is $Y$ or higher. We execute this process iteratively until any termination condition is met. Upon termination, the bottleneck set $B$ is obtained. A formal description of the $\text{Calc\_Bottleneck\_Set}$ routine is given in Fig. 3. Recall that this routine does actually change the network state and just calculates the bottleneck set of the initial state $S^{\text{init}}$ by simulating the network state changes.

![Fig. 3. A formal description of the complete knowledge congestion load minimization algorithm.](image)

**Lemma 3.** Consider a state $S$ with a bottleneck set $B$ and its congestion load $Y$. The set $B$ is the minimal set of APs that contains all congested APs and the load of every AP $a \in A$ stays the same or strictly less than $Y$ after the set $B$ reduction operation, if such a reduction is feasible. Moreover, any other set $A'$ that has the above property must include $B$.

**Proof.** In this proof, we assume that the bottleneck set does not contain any AP with minimal transmission power, because otherwise a bottleneck set reduction operation cannot be done. From the definition of the set $B$, it follows that there is no noncongested AP whose load is elevated to $Y$ or higher due to a set $B$ power reduction. Now, we just need to show that any other $A'$, which contains all congested APs and has the same property, must also contain $B$. Suppose that such $A'$ which does not contain $B$ exists. Let $B_i$ be the largest set as defined in Definition 6 that satisfies $B_i \subseteq B \cap A'$. Recall that such $B_i$ exists since $B_0$ is included in both $B$ and $A'$. From this, it follows that there is an AP $a \in B_{i+1}$ that is not included in $A'$. However, from the definition of $B_i$, it can be shown that reducing the power of set $B_i$ causes the load on $a$ to become $Y$ or higher, which contradicts the above assumption. Therefore, the set $A'$ must include AP $a$ as well and this completes our proof.

**Lemma 4.** Let $\{S^i\}$ be a sequence of states generated by sequential bottleneck set power reduction operations and let $Y_{j,i}$ be the congestion load of state $S^i$. $\{Y_{j,i}\}$ is a monotonic nonincreasing sequence.

**Proof.** From Lemma 3, it follows that a bottleneck set reduction operation does not increase the load on any noncongested AP to $Y$ or higher. From Lemma 1, it follows that users change their association to APs that are not included in the bottleneck set. Therefore, the APs’ congestion load never increases and may only decrease.
Theorem 1. Consider any suboptimal state $S_{init}^{opt}$ that dominates an optimal state $S_{opt}$ and let $B$ be its bottleneck set. Then, the state $S_{new}$ obtained by a set $B$ power reduction operation on $S_{init}^{opt}$ also dominates $S_{opt}$.

Proof. Since $S_{init}^{opt}$ is suboptimal, its congestion load is strictly higher than the congestion load of $S_{opt}$. From Lemma 3, it follows that the set $B$ is the smallest set of APs that contains the congested APs and its power reduction operation does not increase the load of any other AP to $Y$ or higher. Consequently, $S_{new}$ is either $S_{opt}$ or it dominates $S_{opt}$. □

4.4 Complete Knowledge Algorithm

We now present the complete knowledge algorithm. Recall that in this model, the user-AP association and the corresponding AP load are given a priori. The algorithm starts with the maximal power state in which all APs transmit with the maximal power. Clearly, this state dominates all other states and, in particular, the optimal states. The algorithm, iteratively, calculates the bottleneck set $B$, as described in Section 4.3. Based on the calculated set $B$, the algorithm determines whether it needs to apply another set power reduction operation or an optimal state is found. To this end, it utilizes two termination conditions. The first condition checks if $B = A$. Recall that from Corollary 1, it follows that reducing the transmission power of all APs does not change the user-AP association. Consequently, it cannot reduce the maximal AP load. In reality, this condition is satisfied when the load of all APs is balanced and any power reduction operation will cause some APs to be congested. The second condition checks whether the bottleneck set $B$ contains an AP that transmits with the minimal transmission power. In such case, the power level of all APs in $B$ cannot be equally decreased and the algorithm halts. Such a case, typically, occurs when the AP load is not balanced and the algorithm attempts to reduce the maximal load by repeatedly reducing the power of the congested APs. A formal description of the algorithm is given in Fig. 3 and Example 4 illustrates a typical execution.

Example 4. Consider a WLAN with three APs, denoted as $a$, $b$, and $c$, and four users $\{u_1, u_2, u_3, u_4\}$. Let $K = 2$, i.e., three power levels. All possible user-AP association are depicted in Fig. 4a, in which solid lines indicate the default association when all APs have the same power level and dotted lines indicate other possible association. The number on each line indicates the load contribution by a user to the load of the associated AP. For example, $u_1$ can only be associated with $a$ and it yields a load of 4. $u_2$ can be associated with all APs and its load contribution is 2. It chooses an AP with the highest power level, but in case of a tie, it prefers $c$ and if $c$ has lower power level than $a$ and $b$ it prefers $b$. An asterisk at the numbers indicates that a gap of two power levels is required for shifting the corresponding user, e.g., $u_2$ changes its association from $a$ to $b$ only if $p_a = 0$ and $p_b = 2$.

At the initial state, all APs have the same power index 2, and the initial user-AP association are given in Fig. 4b, where the load of each AP is 7, 0, and 12, respectively. In the first iteration, the bottleneck set $B = \{c\}$ and the power index of $c$ is reduced to 1. Consequently, $u_1$ changes its association to $b$. The new user-AP association and AP load are shown in Fig. 4c. Note that $c$ is still the congested AP. However, an additional power reduction of $c$ will change the association of $u_3$ to $b$ and the load of $b$ will become 17. Thus, in the second iteration, the bottleneck set contains both $c$ and $b$, as illustrated in Fig. 4d. This is the last iteration since now $p_c = 0$. Clearly, the final state, presented in Fig. 4d, minimizes the congestion load.

Theorem 2. The complete knowledge algorithm always finds an optimal state that minimizes the congestion load.

Proof. The algorithm starts with the maximal power state that dominates the optimal solution. From Theorem 1, it follows that as long as the algorithm has not reached the optimal state, the resulting state, obtained by a bottleneck set power reduction operation, also dominates the optimal solution. From Lemma 4, it can be shown that during the execution of the algorithm, the congestion load never increases. So, now we just have to show that the algorithm stops with an optimal state. Since the number of possible set power reduction operation is limited, the algorithm must stop after at most $K \cdot |A|$ set power reduction operations. Now suppose that the final state is not optimal. Since the sequence of maximal load $Y_j$ is nonincreasing, we conclude that the algorithm must have stopped before finding an optimal state. The algorithm stopped because $B$ contains an AP $a$ with $p_a = 0$ or $B = A$. Recall that in the first case, set $B$ power reduction operation cannot be done and in the second case, from Corollary 1 results that such operation does not reduce the congestion load. Thus, there is a set $A'$ that does not contain the bottleneck set $B$ and its set power reduction operation reduces the congestion load. However, from Lemma 3, we know that such a set $A'$ does not exist. □
The computational complexity of the algorithm is \( O(K \cdot |A|^3 \cdot |\mathcal{U}|) \). Thus, from theoretical perspective, the algorithm has pseudopolynomial running time. In practice, \( K \) is a small value like 10, and therefore, for any practical mean, the algorithm has polynomial running time.

### 4.5 Limited Knowledge Algorithm

We now present our limited knowledge algorithm. Unlike the complete knowledge case, in this model, the algorithm cannot calculate bottleneck set in advance. We overcome this obstacle by using Corollary 2. According to it, as long as a network state is suboptimal and it dominates an optimal solution, a sequence of set power reduction operations of congested APs converges to the optimal state. Thus, after each iteration, the algorithm updates the AP beacon power settings and evaluates the AP loads. This process raises the problem of determining a “termination condition” when an optimal solution is found. Without the termination condition, as demonstrated in Example 2, we may end up with a suboptimal solution. To this end, we use an optimal state recording approach that keeps record of the network state with the lowest congestion load found so far. We define two variables for recording. The first is \( \hat{S} \) that keeps the recorded state and the second is \( \hat{Y} \) that keeps the congestion load value of state \( \hat{S} \), termed the recorded congestion load.

The algorithm works as follows. It starts with the maximal power state and it initializes the recorded state \( \hat{S} \) and the recorded congestion load \( \hat{Y} \) accordingly. Then, the algorithm, iteratively, calculates the set \( \mathcal{D} \) of congested APs and, as long as the set \( \mathcal{D} \) does not contain any AP with minimal power level, it performs a set \( \mathcal{D} \) power reduction operation. After each iteration, the algorithm evaluates the congestion load of the new state and if that load is lower than the recorded congestion load, then the algorithm updates its variables \( \hat{S} \) and \( \hat{Y} \) correspondingly. At the end, the algorithm sets the AP power levels according to the recorded network state. A formal description of the limited knowledge algorithm is given in Fig. 5 and a typical execution is illustrated in Example 5.

**Example 5.** Consider the WLAN used in Example 4. At the initial state, all APs have the same power index 2, and the initial user-AP association and the AP load are shown in Fig. 6a. Since \( c \) is the congested AP, the algorithm reduces its power index twice in two successive iterations, as shown in Figs. 6b and 6c. After the first iteration, the load on \( c \) is reduced from 12 to 10 and the algorithm keeps a record of this state. After the second iteration, \( b \) becomes the congested AP with congestion load 17. In the third iteration, the algorithm reduces its power index and \( u_3 \) changes its association accordingly. As a result, \( c \) becomes the congested AP again. Since it transmits with minimal power, the iteration loop ends. At the end, the algorithm configures the APs with the recorded state, as shown in Fig. 6b.

**Theorem 3.** The limited knowledge algorithm always finds an optimal state that minimizes the congestion load.

**Proof.** The algorithm starts with the maximal power state that dominates any optimal solution. Since the algorithm keeps record of the state with the minimal congestion load, we just have to show that it reaches an optimal state before it stops. Now suppose in contrast that the algorithm have not found an optimal state during its execution. Recall that Corollary 2 claims that as long as the algorithm have not reached an optimal state, the sequence of states obtained by iteratively reducing the power of the congested APs converges to the optimal state. Consequently, the algorithm stops with a suboptimal state that dominates the optimal state. However, the algorithm halts when any congested AP transmits with minimal power. Thus, the load on this AP cannot be reduced by further power reduction operations. This implies that either the final state is optimal or it does not dominate an optimal state, which contradicts our
assumption that the algorithm stopped before finding an optimal state.

5 Min-Max Load Balancing

The algorithms presented in Section 4 minimize the load of the congested AP, but they do not necessarily balance the load of the noncongested APs, as demonstrated in Examples 4 and 5. In this section, we consider min-max load balancing approach that not only minimizes the network congestion load but also balances the load of the noncongested APs. As mentioned earlier, the proposed approach can be used for obtaining various max-min fairness objectives by associating each users with appropriate load contributions. Unfortunately, min-max load balancing is \( NP \)-hard problem and it is hard to find even an approximated solution. In this paper, we solve a variant of the min-max problem, termed \( \text{min-max priority-load balancing problem} \), whose optimal solution can be found in polynomial time. We present our algorithm for this problem in the limited knowledge case. Obviously, it can be used for the complete knowledge case as well.

5.1 Problem Statement

A commonly used approach to evaluate the quality of a load balancing method is whether it generates a min-max load balanced solution \([15], [21]\). Informally, we say that a network state is \( \text{min-max load balanced} \) if there is no way to reduce the load of any AP without increasing the load of another AP with same or higher load. We define the load vector \( \mathbf{y} = \{y_1, \ldots, y_{|\mathcal{A}|}\} \) of a state \( \mathcal{S} \) to be the \(|\mathcal{A}|\)-tuple consisting of the load of each AP sorted in decreasing order.

Definition 7 (Min-Max Load Balanced Network State). A feasible network state \( \mathcal{S} \) is called min-max load balanced if its corresponding load vector \( \mathbf{y} = \{y_1, \ldots, y_{|\mathcal{A}|}\} \) has the same or lower lexicographical value than any other load vector \( \mathbf{y}' = \{y'_1, \ldots, y'_{|\mathcal{A}|}\} \) of any other feasible state \( \mathcal{S}' \). In other words, if \( \mathbf{y} \nleq \mathbf{y}' \), where \( \mathbf{y} \) is the load vector of a min-max load balanced state, there exists an index \( j \) such that \( y_j \leq y'_j \) and for every index \( i < j \), it follows that \( y_i = y'_i \).

We can show that the problem of finding a min-max load balanced state is \( NP \)-hard. Furthermore, we can prove that even a simpler problem, i.e., the problem of identifying the minimal set of congested APs for a known minimal congestion load, is by itself \( NP \)-hard.

Theorem 4. Consider a WLAN and let \( \mathbf{y} \) be a known lower bound on its congestion load that can be obtained by the cell breathing approach. Then, identifying a network state that minimizes the number of congested APs is \( NP \)-hard, even for instances with only two power levels.

Corollary 3. The problem of finding a min-max load balanced state is \( NP \)-hard.

The proofs of the above claims are based on the reduction from the minimum dominating set (MDS) problem \([24]\). Recall the MDS problem is not just hard to calculate, it is also hard to approximate and there is no algorithm that can find an approximation ratio smaller then \( c \log(|V|) \), for some \( c > 0 \), unless \( P = NP \) \([23]\). By using this reduction and the hardness property of the MDS problem, it can be shown that our min-max load balancing problem is also hard to approximate. The full proof can be found in \([1]\).

We now present a variant of the min-max load balancing problem. In this problem, we assume that each AP \( a \in \mathcal{A} \) has a unique priority, also termed a weight, \( w_a \in [1..|\mathcal{A}|] \), which may indicate the AP’s importance. In this study, we do not address the problem of allocating priority to the APs. In practice, the APs’ priorities can be determined according to the APs’ locations and the users that they serve. In the following, we give a new AP load definition, termed as a priority load.

Definition 8 (A priority load of an AP). Consider an AP \( a \in \mathcal{A} \) with priority \( w_a \) and let \( l_a = \sum_{u \in \mathcal{U}_a} l_{a,u} \) be the aggregated load of all of its associated users. The priority load of AP \( a \), denoted by \( y_a \), is defined as the ordered pair \( y_a = (l_a, w_a) \).

For simplicity, we refer to an AP priority load by the AP load. We say that AP \( a \) has higher load than AP \( b \) if \( y_a = (l_a, w_a) \) has a higher lexicographically value than \( y_b = (l_b, w_b) \), i.e., one of the following two condition satisfied: 1) \( l_a > l_b \), or 2) \( l_a = l_b \) and \( w_a > w_b \). Thus, our new objective is finding a network state that provides a \( \text{min-max priority load balanced solution} \). Since there are no two APs with the same priority, it can be shown that there are no two APs with the same (priority) load. This ensures the following useful property.

Property 1. With the priority load definition, at any network state, the set of congested APs always contains a single AP.

Property 1 significantly simplifies the calculation of a min-max solution since at each iteration, the congested AP is uniquely defined.

5.2 Min-Max Algorithm

We now present our min-max algorithm for the limited knowledge model. The algorithm iteratively finds a \( \text{min-max priority-load-balanced state} \) that yields the optimal load vector \( \mathbf{y} \). At any iteration \( m, m \in [1..|\mathcal{A}|] \), we call a routine to calculate a network state that minimizes the priority load of the \( m \)th coordinate of the load vector. The routine needs to satisfy two requirements:

Requirement 1. The initial state of each iteration, \( m \), must dominate the optimal state.

Requirement 2. The calculated network state at the \( m \)th iteration should not affect (increase) the load of the APs that their load have already been determined by the previous iterations.

To meet Requirement 1, the algorithm starts with the maximal power state in the first iteration and we need to ensure that each iteration ends with dominating state of the optimal solution. Moreover, to meet Requirement 2, we define a set of fixed APs, \( \mathcal{F} \), whose load have already been determined by previous iterations. Initially, the set \( \mathcal{F} \) is empty and at each iteration, a new AP is added to it, until \( \mathcal{F} \) contains all the APs. We refine the definition of the congestion load \( Y \) as the maximal load on any nonfixed AP. From Property 1, it follows that at any given time, there
is only a single nonfixed AP, termed the congested AP, \( d \), which carries the congestion load.

At each iteration \( m \), the algorithm invokes the \( LK \text{Minimize}_m \text{Coordinate} \) routine to minimize the \( m \)th coordinate of the load vector. The routine uses three recording variables. The recorded congestion load \( \tilde{Y} \) keeps the congestion load value of the optimal state found so far. The recorded state variable \( \tilde{S} \) records the first discovered state with congestion load \( \tilde{Y} \). While the recorded congestion AP, \( \tilde{d} \), identifies the congested AP with this load.

At the beginning, the routine initializes the recording variables \( \tilde{S}, \tilde{Y}, \) and \( \tilde{d} \) with the iteration initial state, its congestion load, and the congested AP, accordingly. Then, the routine, iteratively, calculates the congested AP \( \tilde{d} \) and it stops if AP \( \tilde{d} \) is already transmitting with minimal power level. If not, the routine performs power reduction operation of \( \tilde{d} \) and evaluates the congestion load \( \tilde{Y} \) as well as the load of the fixed APs in the new state. It stops if one of the fixed APs suffers from elevated load. This ensures Requirement 2 to preserve the load of the fixed APs. Otherwise, if a state with a lower congestion load is discovered, the routine keeps record of this state by updating the recording variables. At the end, the routine sets the AP power levels according to the recorded network state and returns the recorded state \( \tilde{S} \) and the corresponding congested AP \( \tilde{d} \).

We now prove that the proposed algorithm finds the optimal load vector.

**Lemma 5.** Consider any iteration \( m \) that satisfies Requirement 1. Then, at the end of the iteration, the recorded state \( \tilde{S} \) minimizes the \( m \)th coordinate of the load vector, without changing the load of the fixed APs. It also satisfies Requirement 1 at the beginning of the \((m + 1)\)th iteration.

**Proof.** Each iteration starts by preserving the initial state and it stop when the load of a fixed AP has changes. Thus, at any given time, \( \tilde{S} \) maintains the load of the fixed APs. Since \( \tilde{Y} \) is the smallest detected congestion load, \( \tilde{S} \) also minimizes the \( m \) coordinate. Thus, we have only to show that \( \tilde{S} \) preserves Requirement 1 at the beginning of the \((m + 1)\)th iteration. From our assumption, it can be found that the \( m \) iteration starts with a state that dominates the optimal solution. \( \tilde{S} \) is the first detected state that minimizes the congestion load and satisfies Requirement 2. Thus, it dominates any state that minimizes the first \( m \) coordinates, and consequently, it satisfies Requirement 1.

**Theorem 5.** The algorithm always finds a min-max priority-load-balanced solution.

**Proof.** A direct result from inductive application of Lemma 5 for all of the \( m \) coordinates of the optimal load vector.

At a final point, it can be shown that the complexity of the algorithm is \( O(K \cdot |A|^4 \cdot |U|) \).
The algorithms presented so far assume that every user is covered by at least one AP even when all APs are transmitting at the minimal power level $P_{\text{min}}$. This strong coverage requirement may not be satisfied in sparse AP deployments. In such deployment, coverage holes might exist if low transmission power is used for the beacon, as we demonstrate in Example 7.

**Example 7.** Consider a WLAN with four APs. Each AP support two power levels $p \in [0.1]$ and the corresponding transmission ranges of each AP are depicted in Fig. 9a. In this example, when all the APs transmit with minimal power level $P_{\text{min}}$, the network has a coverage hole, as shown in Fig. 9b. Thus, to prevent the coverage hole, at least one AP has to transmit with high transmission power.

Notice that the minimal power level that an AP may use without causing coverage holes depends on the power levels of its adjacent APs. We specify the minimal transmission power of AP $a$ as a function of the transmission power of its neighbors $N_a$. That is, each AP $a \in A$ maintains minimal admissible power level function denoted by $p_{\text{min}}(N_a)$. For instance, in Example 7, the function of any AP $a$ is $f_a(N_a) = 1$ if all the neighbors of $a$ transmit with minimal power. Otherwise, $f_a(N_a) = 0$.

Obviously, the minimal admissible power level function $f_a$ of an AP $a$ depends on its neighborhood $N_a$. To calculate these functions, we rely on a radio coverage survey method. For the coverage survey, special mobile terminals with dedicated monitoring software are placed at the strategic locations and monitor the quality of the received beacon messages, as the APs try different power settings. Then, the collected readings are used for calculating the minimal admissible power level function of each AP. This radio coverage survey can be performed upon the WLAN deployment or can be periodically repeated.

Once the minimal admissible power level functions are determined, the algorithms presented in Sections 4 and 5 need to be slightly modified as follows. Since these algorithms are based on set power reduction operations, it is required to verify before performing such operation that the new network state does not contain coverage holes.

Otherwise, the algorithms preclude the power reduction operation. In the case of minimizing the congestion load, the algorithms terminate and it is easy to prove that Theorems 2 and 3 still hold. In the case of min-max priority load balancing, the $LK\_\text{Minimize}_{\text{coord}}$ routine stops before producing coverage holes and the algorithm turns to optimize the next coordinate of the load vector. This can be done by replacing the "if" condition marked by $\ast$ in Fig. 7 with the condition, "if $(p_a \leq f_a(N_a))$, then ...". Theorem 5 is still valid with this modification.

**7 Online Strategy**

Executing the optimization algorithm every time a user arrives or departs may cause frequent association changes and potential disruption of ongoing user sessions. To avoid this, we propose an online strategy that strikes a balance between the frequency of the association changes and the optimality in terms of load balancing. The online strategy is a combination of global optimization and location optimization. The local optimization deals with dynamic user arrivals and departures, while the global optimization is invoked periodically (or when the local optimization fails to maintain load balancing). The online strategy uses three configuration parameters, which are a minimal load threshold $\Omega$, a cell adaptation threshold $\Delta$, and a time threshold $\Theta$. $\Omega$ and $\Delta$ determine the invocation condition of the local optimization to prevent the local optimization from unnecessarily invoked for negligible gains, where frequent invocations may cause service interruption to active users. $\Theta$ controls the frequency of the periodic invocation of the global optimization.

The local optimization conducts power adjustment in both directions, i.e., decrease and increase. Each AP $a \in A$ maintains $N_a$ which is a set of its neighboring APs. Let $y_a$ be the average load of the APs in $N_a$. When the load of an AP $a$ reduces, the algorithm checks whether the new load $y_a$ satisfies the cell enlargement condition, which is if any AP $b \in N_a$ has $y_b > \Omega$ and also $y_b < (1 - \Delta) \cdot y_a$. If this condition is met and the power index $p_a$ of the AP $a$ is not maximal, i.e., $p_a < K$, the algorithm increases the AP $a$’s power level by one. On the flip side, when the load of the AP $a$ increases, the algorithm checks the cell reduction condition, which is if $y_a > \Omega$ and also $y_a > (1 + \Delta) \cdot y_a$. If the condition is met and the power index of the AP $a$ is not minimal, the algorithm reduces the AP $a$’s power level by one. Power adjustment is conducted until both conditions are satisfied or no further power adjustment is feasible.

**8 Simulation Results**

We compare the performance of our scheme with three existing methods, which are the Strongest-Signal-First (SSF) method, Least-Loaded-First (LLF) method, and the association control method proposed in [15]. The SSF method is the default user-AP association method in the IEEE 802.11 standard and is the same as our scheme with single power level. The LLF method is a typical load balancing heuristic, in which a user chooses the least-loaded one among the APs that he can reach. The last method determines the user-AP association to achieve the max-min fair bandwidth
allocation, which has two versions. The first version generates a fractional optimal solution (which we call FRAC) under the assumption that a user can simultaneously associate with multiple APs, which violates the single AP association constraint of WLANs. The second version is the integral solution (which we call INT). The FRAC and INT methods are chosen as a performance benchmark because their solution characteristics are known. The FRAC solution provides the strict performance upper bound (i.e., lowest possible congestion load) and the INT method guarantees a two-approximation solution. One can not expect the proposed cell breathing scheme to outperform the optimal association control method that has significantly higher degrees of freedom than the former. Note that the cell breathing method does not rely on special association control for each mobile. Surprisingly, however, the simulation results indicate that the cell breathing scheme outperforms not only SSF and LLF but also INT in various load conditions.

The simulation setting is as follows. A total of 20 APs are located on a $5 \times 4$ grid, where the distance between two adjacent APs is set to 100 meters and each AP is equipped with a 10 megabits per second backhaul link. Assuming that appropriate frequency planning was made to eliminate the interference among APs, we simulate the IEEE 802.11b wireless link as follows. To determine the bit rate between a user and an AP, SNR is computed and the bit rate is chosen accordingly. The 11 Mbps bit rate is used when SNR $\geq 9$ dB, 5.5 Mbps when SNR $\geq 5$ dB, 2 Mbps when SNR $\geq 3$ dB and 1 Mbps when SNR $\geq 1$dB. We set the maximal transmission power to 20 dBm and the minimal power to 10 dBm. Unless specified otherwise, 10 power levels are used. To simulate the indoor environment, we chose the path loss exponent of 3.3, so that the path loss is computed by $PL(d) = 40 - 10 \cdot 3.3 \cdot \log d$, where $d$ is the distance between a user and an AP. The background noise level is set to $-93$ dBm. Under this channel model, the range of a cell with the maximal power level is 150 meters and that with the minimal power level is 75 meters. Therefore, even with the minimal power level, the network has no coverage hole. In the initial simulations for baseline performance analysis, all users are assumed completely back-logged (i.e., the saturate traffic model) and quasi-static. We borrow the system performance metric from [15] and define the load of AP $a$ under the saturate traffic model by

$$y_a = \frac{1}{\sum_{u \in U_a} r_{u,a}},$$

where $r_{u,a}$ is the bit rate with which the user $u$ communicates with AP $a$ and $U_a$ is the set of users that are associated with AP $a$.

Fig. 10 shows the simulation results when 100 users are randomly distributed within the rectangular box that connects the boundary APs. The ratio of APs to active users is 5. The Y-axis represents $y_a$ (i.e., the AP load) and the X-axis represents the AP index. The APs are sorted by their $y_a$ values in decreasing order. Each $y_a$ value is obtained by averaging 300 simulation runs. That is, the $y_a$ for the AP index $x$ is computed by averaging the $y_a$ of the $x$th highest loaded AP of each run. Only the points corresponding to the integer $x$ indices are meaningful (continuous lines are drawn only for the sake of visualization). The thick solid line represents our Min-Max method and the thin solid line represents our Min-Congestion method. While both methods always generate the same maximal $y_a$ value, it is shown that the Min-Max method generates a load vector with a lower lexicographical order than the Min-Congestion method. In the Min-Max method, the priority of each AP was randomly chosen. The thick dotted line represents the INT solution and the horizontal thin dotted line represents FRAC. Both the proposed schemes and INT are clearly better than SSF, while LLF performs poorly. Each of the proposed schemes (i.e., Min-Congestion and Min-Max) can be implemented in two ways, which are the complete knowledge algorithm and the limited knowledge algorithm. Both version of algorithms produce the same results (i.e., the same AP power settings). The main difference is that the limited knowledge algorithms incur longer convergence time and higher overhead. We will address this issue later.

We also simulated the case of 50 users and the result is shown in Fig. 11. Now, the gap between INT and FRAC is

---

4. Due to integrality gap, two-approximation is guaranteed only when the AP load is above a certain threshold (which is 1 in our setting). As shown in [15], INT converges to FRAC as the number of users increases.

5. In the LLF method, when there are multiple APs with the same load level, the AP with the strongest signal is chosen.
bigger than in the case of 100 users, and our Min-Max method outperforms INT with a significant margin. It is because the performance of INT depends on the number of users. Generally, less users make INT farther from FRAC due to the bigger rounding error. Interestingly, the relative performance of our Min-Max method against FRAC and SSF, i.e., the gap between Min-Max and FRAC and the gap between Min-Max and SSF, is not drastically affected by the number of users. The same trend was observed in other simulation settings, such as the case of 200 users (not shown due to the space limit). The steady relative performance against FRAC independent of the network load conditions is a key strength of the proposed schemes.

Fig. 12 depicts the per-user bandwidth allocation in the same simulation setting. We calculate per-user bandwidth by fairly dividing the total AP throughput, assuming the saturate traffic model. A noteworthy observation is that the proposed schemes outperform other schemes in terms of network-wide global throughput, which corresponds to the size of area under each curve in Fig. 12. It is possible because our scheme shifts users from heavily loaded cells to lightly loaded cells (i.e., load balancing) more effectively than other schemes. However, since global throughput and fairness have mutually conflicting relationship in general, one cannot expect that the proposed scheme always maximizes both global throughput and fairness simultaneously.

Now, let us consider the case of unbalanced user distributions. Only 20 percent of the users are randomly distributed and the rest are concentrated on two hot spots which do not overlap with each other. Each hot spot is a circle-shape area with 75 meter radius, and one hot spot contains twice more users than the other hot spot. This setting causes the heavy load condition in the hot spots. Fig. 13 show the results when the total number of users is 100. It shows that the Min-Max method performs even better in the presence of hot spots (i.e., heavy load condition) and clearly beats the INT method.

So far, we have assumed 10 power levels for beacon transmission. To examine the impact of the number of power levels, we tried four different cases. The simulation results in the 100 random user case are shown in Fig. 14. The impact of the number of power levels becomes marginal beyond a certain number of power levels, which is between 5 and 10 in the current simulation setup.

Now, let us examine the case of nonsaturate traffic users. To simulate dynamic traffic pattern, the amount of traffic is differently generated for each user. Under this dynamic traffic model, the load of AP \( a \) is defined by

\[
y_a = \sum_{u \in T_a} w_u,
\]

where \( w_u \) represents the amount of traffic generated by user \( u \) during a unit time. While \( w_u = 1 \) represents a totally backlogged user, \( w_u = 0.5 \) means that a user \( u \) generates, on average, only half of traffic as compared to a backlogged user. Fig. 15 shows the simulation results for the case of 100 random users whose \( w_u \) were randomly chosen between 0 and 1. Similar trends to the case of the saturate traffic (Fig. 10) are observed.

While the complete knowledge algorithms compute the optimal solutions at one shot, the limited knowledge algorithms gradually change the power setting until they find the optimal solutions. To capture the overhead of the limited knowledge algorithms, we counted the frequency of power adjustments and consequent association changes during the simulation. The number of power adjustments...
determines the time to take before the system converges on the optimal state and the number of association changes decides the handoff overhead. The simulation results are summarized in Table 2. For each table entry, two numbers are given: the first number is for the limited knowledge Min-Max method and the second number is for the limited knowledge Min-Congestion method. Generally, the Min-Congestion method converges fairly quickly, while the Min-Max method takes a little longer. For instance, if the power adjustment interval is 1 second, the load balancing in a 100 random user network takes about 33 seconds by the Min-Congestion method, and less than 2 minutes by the Min-Max method. The increase of the user number seems not necessarily increasing the convergence time. The presence of hot spots does not necessarily mean longer convergence time either, and in the case of Min-Congestion, it even takes less time to converge.

Finally, we evaluate the online strategy. To simulate the dynamic user arrival/departure (or the user mobility), at each time slot, a certain portion of existing users is taken out and the same numbers of user are injected into randomly chosen locations. The simulation result for 20 percent user replacement at each time slot is shown in Fig. 16. One hundred random users with dynamic traffic model were simulated. The y-axis represents the maximal AP load (i.e., congestion load). The performance of the global optimization and the local optimization is compared with that of SSF. For the global optimization, the optimization algorithm is run every time slot (i.e., $\Theta = 1$). Interestingly, the local optimization clearly outperforms the SSF. In the simulation, both $\Omega$ and $\Delta$ were set to 0, so that power adjustment was conducted whenever possible. We analyzed the impact of $\Delta$ on the performance of the local optimization by varying its value from 0 to 0.75. The results shown in Fig. 17 indicate that its impact is marginal. Note that the bigger $\Delta$ is, the less-likely the power adjustment is. The overhead statistics during the above simulations are summarized in Table 3. From the simulation results, we can draw the following observation: by setting $\Delta$ high, the overhead of power adjustment (and consequent user association changes) can be reduced without sacrificing the load balancing performance.

9 Conclusion

We presented a novel scheme for optimal load balancing in IEEE 802.11 WLANs. We provided rigorous analysis of the problem and presented two algorithms that find deterministic optimal solutions. The first algorithm minimizes the load of the congested AP(s) in the network, and the second algorithm produces an optimal min-max (priority) load balanced solution. These optimal solutions are obtained only with the minimal information which is readily available without any special assistance from the
users or modification of the standard. We assume only
the control on the transmission power of the AP beacon
messages. The simulations show that even a small
number of power levels, e.g., between 5 and 10, is
effort to achieve near optimal results.
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